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Abstract

The CMS experimentat CERN, the EuropearOrganization
for NuclearResearchjs currently settingup a Data Grid
whichwill provide accesgo several Terabytesof data,dis-
tributedandreplicated.In thereal productionervironment
datawill beproducedn differentcountrieson both sidesof
the Atlantic by the endof year2000. The stringentrequire-
mentsof dataconsisteng, securityand high-speedrans-
fer of hugeamountsof data,imposedby the physicscom-
munity needto be satisfiedby anasynchronouseplication
mechanism.A pilot projectcalledthe Grid DataManage-
mentPilot (GDMP) hasbeeninitiated which is responsible
for asynchronouslyreplicating large object-orienteddata
storesover the wide-areanetwork to globally distributed
sites.We presenthe design,architecturefunctionalityand
performanceresultsof our first working prototype. Dif-
ferentreplicationpolicies and protocolsare supportedhat
rangefrom strictly synchronougo ratherrelaxed asychn-
ronousmodelsin termsof dataconsisteng.

We believe that this first prototypecan be regardedas
a pioneersteptowardsa Data Grid and as a prototypefor
replicationmanagemenwithin otherDataGrid approaches
like PPDG,GriPhyNandthe EU-DataGrid[8 14, 3].

1 Introduction

Next generatiorHigh Enegy Physicsapplicationsarechar
acterisedby large amounts(several Petabytespf mostly
read-onlydatathataredistributedandreplicatedaroundthe
globe. The visualisationand analysisof physicsdatawill

*an extendedabstractof the paperhasbeensubmittedfor publica-
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bring the physicscommunitya stepfurtherin investigating
theultimateconstituenciesf matter thebig bangandhence
our earth. Within the CompactMuon Solenoid(CMS) ex-

perimentat CERN, the EuropearOrganizationfor Nuclear
Researchwe are settingup a Data Grid [4] infrastructure
requiredto fulfil the needsof the physicscommunity Note
that this real word productionhasa smallerscalethanthe
DataGrid project[10, 3] that startsofficially in the begin-

ning of year2001.

Physics data in CMS are stored in object-oriented
databases.Currently existing commercialdatabasenan-
agemenisystemsprovide replicationfeaturesbut they fail
to satisfy the stringentrequirementof consisteng, secu-
rity andhigh-speedransfersof hugeamountsof data,im-
posedby the physicscommunity An asynchronougeplica-
tion mechanisnthatsupportglifferentlevelsof consisteng,
a uniform securitypolicy andan efficient datatransferare
necessary

Recently Grids have becomevery popularin the dis-
tributed and parallel computingcommunities. Whereasn
the pastwe have beenspeakingabout meta and cluster
computing,the trend hasturnedto Grid computingwhere
thenetwork betweerdifferentnodesspanseveralcountries
andeven continents.First dataintensie applicationin the
eraof meta-computingverethesocalledGrandChallenges
which dealtwith weatherforecast,climate simulationand
aero-andfluid dynamicg16].

Basically existing Grid technologycan be cateyorised
into two major fields, the traditional computationalGrids
anddataintensie Grids, called DataGrid. At CERN, we
arecurrentlysettingup a DataGrid infrastructurehatdeals
with several Petabyte®f datadistributedandreplicatedall
aroundthe globe[10]. Most of the dataareread-onlyand
requiresophisticatedlatamanagemendtrateyiesfor distri-



bution, replicationandaccessOneof thecoremiddle-ware
working groupsof CERN's DataGrid projectdealsexplic-
itly with thesedatamanagemenissues. Within the Com-
pactMuon Solenoid(CMS) experimentat CERN, first data
productiontestsare currently beingdoneon the Grid. We
expectseveral Terabytef datato be producedandstored
this yearwhichwill bea preparatiorfor the Petabyte-scale
datataking in the years2005 and onwards. This pioneer
stepin the directionof a DataGrid requiresa specialsoft-
waretool thatdealswith consistentsecureandhigh-speed
transfersof hugeamountf data. The needfor sucha pro-
ductionsystemaswell asthefactthatthedatamanagement
working group wantedto have a prototypeprojectfor as-
sessingexisting Grid technologiesverethe triggersfor the
Grid DataManagemenPilot (GDMP) project. GDMP can
beregardedasthefirst prototypeof a DataGrid thatis used
in aproductionervironment.lt is currentlybeingtestedand
usedin the High Eneigy PhysicsStHEP) community but the
designis flexible and openenoughto be appliedto other
dataintensie researcltommunitiesaswell.

In theremaindeof this paperwe mainly addresshe spe-
cific requirement®f the CMS experiment. Although most
of the existing and next generatiorHEP experimentsdeal
with large amountsof data,the datamanagemenis han-
dled in differentways. This rangesfrom storing datain
large flat files to deplgying object-orientedand relational
databasenanagemermgystemgDBMS). The CMS experi-
menthaschosenan object-orientedsoftware development
ervironment,henceit is a naturaloutcometo useanobject-
orienteddatabasédor datastorage.The DBMS of choiceis
Objectvity/DB [13].

A pilot project called Grid Data ManagementPilot
(GDMP) [9] has beeninitiated which is responsiblefor
asynchronouslyeplicatinglarge object-orientedlatastores
overthewide-areanetwork to globally distributedsites.We
presentthe design,architecture functionality and perfor
manceresultsof our first working prototype. The middle-
ware of choice is the Globus [6] toolkit that provides
promisingfunctionality. We presentestresultswhich prove
theability of the Globustoolkit to beusedasanunderlying
technologyfor a world-wide DataGrid. Therequireddata
managemenfunctionalitiesinclude high-speedile trans-
fers, secureaccesdo remotefiles, selectionandsynchroni-
sationof replicasandmanaginghe metainformation. The
whole systemis expectedto be flexible enoughto incorpo-
ratesite specificpolicies. Thedatamanagemengranularity
is currentlythefile. However, future extensionsof the sys-
temwill alsoallow objectreplication.

We presentanovel approactio useexisting middle-ware
technologiesn orderto handlethereplicationmanagement
of globally distributed data. Our first prototypeis being
usedby the CMS experimentfor the managemenof sim-
ulatedphysicsdataover the wide areaon both sidesof the

Atlantic. Wewill beoneof thepioneergo usetheDataGrid
functionality in a running productionsystem. Although
thereis recentlymucheffort goingonin the Grid commu-
nity to dealwith the managementf large amountsof data,
the GDMP projectcanbe viewed asan evaluatorof differ-
entstratgies,atestfor thecapabilitiesof middle-waretools
anda provider of basicGrid functionalities.

GDMP is a multi-threadectlient-sener systemthat effi-
ciently andsecurelytransferdiles from onesite to another
one. It allows for certainnetwork failure detectionandre-
covery. Thus,an optimal utilisation of network bandwidth
can be established.Sitesthat are temporarilyunavailable
via network links arethemselesresponsibldor gettingthe
latestinformation from other sitesin the Grid. Different
replicationpolicies and protocolsare supportecthat range
from very stringentsynchronoudo ratherrelaxed asych-
nronousmodelsin termsof dataconsisteng [1, 5]. We
adoptthe Globus communicationmechanisnfor messag-
ing which is usedby differentcomponents Moreover, the
responsibilityof a singlesiteto initiate datatransfercanbe
changed.A subscriptionmodelallows a site to determine
for itself thefreshnes®f data.Eventotal independencand
veryinfrequentrequestgor datacanbeestablished.

The currentarchitectureanddesignpresentedn this pa-
peris basedon Objectvity. We make GDMP moreflexible
in thefutureto handleeverykind of files, not just Objectiv-
ity files.

Thepapelis organisedasfollows. Section? elaboratesn
middle-warerequirementandthe Globus featuresthatare
usedby GDMP. Section3 explainsthe datamodel,therole
of the Objectvity andreplicationpolicies supported.The
GDMP architectureis presentedn the following section.
Section5 coversfaulttoleranceaspectaindfailurerecovery
mechanismsin the next sectionwe give our experimental
resultsgainedby transatlantidests. Finally, we conclude
thepaperandgive statementsn futurework.

2 Middle-ware Selection

2.1 Globus

The middle-wareis the basicinfrastructurewhich actsas
a uniform corefor heterogeneouapplicationsbuilt on top.
Severalmiddle-waretools exist for the Grid. Only to name
a few of the mostwell known ones: Globus [6], Legion
[12], Condor[2]. Basedon someevaluationof theseex-
isting softwaresystemswve have chosenGlobusasour core
middle-ware toolkit sinceit providesthe mostcommonly
requiredfunctionality for a Grid infrastructure. Further
more,Globusis alsoheadingin the directionof DataGrids
andis farmoreadwancedn this aspecthanary of theother
existing middle-wareervironments.



2.2 Featuresused from Globus

Since GDMP is currently only focusingon the Data Grid
functionality, we useonly alimited setof the entire Globus
toolkit.

A maindesignissuein GDMP is to have a securitycom-
ponentthat enablesauthenticatiorand authorisation. The
Glohus GSl securityinfrastructureprovidesthe basicfunc-
tionality we need.

In a distributed computingervironmentit is essentiato
have a communicationmechanismwhich can be usedby
component$o exchangecontrol messageandto startser
vicesremotely The Globus toolkit offers two distinctive
communicatioribrarieswhich we have evaluatedby con-
sidering specific requirementdor a replication systemin
a dataintensve Grid application. Thesetwo libraries are
Globus1O andGlobusNexus. Globus 1O is athin layeron
top of basicsocket communicatiorandprovidesan API for
easily managingsoclets over TCP or UDP. Nexus on the
otherhandhasa more abstractAPI that allows to handle
functionsanddatatypesfor messag@assing Our compar
ison anddiscussionwith the Globusteamhave leadusto
usethe Globus10 library. We usethe Globus datacorver
sionlibrary for providing high level interfacesto our appli-
cationsthataresimilarto RPCcalls.

We usethe Glohusthreadlibrary for the multi-threaded
GDMP sener. This library implementsa subsetof POSIX
thread standard and provides a portable Grid-enabled
threadeckrvironment.

Oncethe Globus Replica Catalogueand Grid-FTP are
ready we will includetheseinto the GDMP architecturgo
allow for a moreflexible file replicationmodel. Currently
animplementatiorof the WU-FTP senerandthe NC-FTP
client areusedfor secureandfastfile transfersand Objec-
tivity’ s native cataloguds usedfor file management.

3 Architecture

The GDMP software consists of several modules that

closelywork togetheibut areeasilyreplaceableln this sec-
tion we describehe modulesandthe softwarearchitecture
of GDMP. The core modulesare Control Communication,
RequesManageySecurity Databaséanagerandthe Data

Mover. An applicationwhich is visible asa command-line
tool usesoneor severalof thesemodules.

3.1 Control Communication Module

We baseour systemon the client-sener approach. This
moduletakes careof the control communicatiorbetween
the clientsandthe seners. The moduleusesthe Globus10
library asthe middle-wareandbuilds high level functional-
ity ontop. It takescareof theintricaciesrelatedto soclet
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Figure 1. The actual file transf er

communicatioroverthewide areabetweemodeswith het-
erogeneousirchitectures.The functionality includesstart-
ing and stoppingthe sener, connectinganddisconnecting
theclientto andfrom the sener andsendingandreceving
messagest both the client and sener ends. This module
providesservicegdo themodulesn thelayersabove.

3.2 DataMover Module

Themain purposeof GDMP is to move files over the wide
areain anautomaticefficient andfault tolerantway. This
is themodulewhich actuallytransferdiles physicallyfrom

onelocationto anotherone. It usesthe NC-FTP client li-

brariesto opena connectionwith the WU-FTP sener on
the sener end. Sincewe usethe GSI-NCFTPclient and
the GSI-WUFTPsener, we have the samesecuritymech-
anism (Globus Security Infrastructure)for both the Con-
trol Communicatiorandthe DataMover. The functional-
ity includesclient authenticatiorand authorisationbefore
the transferstarts,transferringfiles to andfrom the senwer,

validatingthetransferrediles usingthefile sizeandcheck-
suminformation,resumingthe file transferfrom the latest
checkpointafter a network failure, usinga progressmeter
to outputthe progressduring a file transferandfinally log-

ging all file transfershathave beencompleted.Our inten-
tionis to replacethe NCFTPusewith theupcomingGlobus
FTP libraries. This will enhancehe performanceof the
DataMoverModulebecaus®f new featuredik e partialfile

transfers,parallel file streamingand betterfault recovery
behaiours expectedin the Globus FTP, Figure1 givesthe
completepictureof thefile transfer

3.3 Security Module

Securityis one of the main concernsin a Grid. Allow-
ing peoplefrom outsideone’s domainto usethe resources
is a big issuefor most organisations. Sensitvity of data
andunauthorisediseof network bandwidthto transferhuge
filesarethemainsecurityissuesve aredealingwith. Thisis



takencareby the SecurityModule. It is basednthe Globus
Security Infrastructurewhich is an implementationof the
GenericSecurityService(GSS)API. It useshePublicKey
Infrastructureasthe underlyingmechanism.The Security
Module provides methodsto acquire credentials,initiate
context establishmenon the client sideandacceptcontext
establishmentequeston the sener side (context is estab-
lishedto authenticatéheclient), encryptinganddecrypting
messageandclient authorisationThe sener authenticates
andauthorisesry clientbeforeservicingits requesthence,
thesoftwareprotectsasitefrom arny un-wantedile transfers
andblocksary un-authorisedequests.

3.4 Request Manager Module

Every client-sener systemhasto have a way to generate
requeston the client side and interprettheserequestson
thesener side. The RequesManagemModule doesexactly
that. It containssereralrequesgenerator/handlgrairsand
morecanbeaddedor customisedise.Thismoduleis based
on the Globus DC library which providesmethodsto con-
vert databetweendifferent formatssupportedoy variable
machinearchitectures.The requestsare generatecn the
clientsideby stuffing a buffer with theappropriatdunction
handlerwhichis to be calledonthe senerend,andary ar-
gumentsrequiredby that function. On the sener sidethis
buffer is unfoldedandthe datatypesarecorvertedaccord-
ing to the local architecture. Finally, the respectie func-
tion is calledwith the givenarguments.The RequesiMan-
agerModule basicallymimics a limited RemoteProcedure
Call (RPC)functionality with the advantageof beinglight-
weightandextensible.

3.5 Database Manager Module

Thisis themodulewhich interactswith the actualDatabase
ManagemenSystem(DBMS). The module relies on the
APIs provided by the particulardatastoragesystembeing
used.In ourcaseheDBMS of choiceis theObjectiity/DB,
hencewe useObjectvity’ s APIs to implementthis module.
To useGDMP in a differentsystem this is the only mod-
ule which hasto be swappedby the onewhich caninteract
with the specificDBMS. Thefunctionalityincludesretriev-
ing thedatabaseataloguecontainingnformationaboutthe
files currentlypresenin the databaseandattachingdfiles to
the DBMS oncethey arrive on the client sideandarevali-
dated.

3.6 TheGDMP Applications

GDMP includessomeapplicationswvhich arethe customers
of the servicesprovided by the above outlined modules.
Theseapplicationgncludevariousclientsandonesener.

3.6.1 TheGDMP server

The GDMP sener is a daemonconstantlyrunningon sites
which producedataor want to export their datato other
sites. We expecta large numberof clients connectingto
the GDMP sener from all overtheglobe,transferringhuge
files which might take daysto completethetransfer Under
suchconditionsthe seneris requiredto be very robust, ex-
tremelyfaulttolerantandableto copewith multiple clients
simultaneously

The sener itself usesthe communicatiormodulefor re-
ceiving requestgrom applicationclients. Sincethreadcre-
ationis rathertime consumingthe senerusesathreadpool
with a certain amountof threadswhich can be adapted.
Eachtime a client is connecting,a threadis allocatedto
a singleclient. This is againa performanceaspect,since
theclientandthesenercancommunicateveroneconnec-
tion channelslong asthe clientis connectedo the sener.
Whenthe client disconnectsij.e. the applicationprogram
terminatesthesocletconnectioris closedandthethreadis
returnedo thethread-pool.

For eachclient onethreadis used. Thus,the numberof
threadsn the sener correspondso the numberof concur
rentconnectiongo thesener. If no freethreadis available,
the client’s requestis put into a waiting queue. As soon
as one threadterminates the first requestin the queueis
sened. The numberof elementsn the queuecanbe seton
compilationtime of thesener.

Like a client application,alsoa sener requiresa proxy
to be running. The sener usesa dedicatedsener certifi-
catewhich is includedin the GDMP software distribution.
Thus,whena sener is started,the requiredGrid proxy is
gainedautomatically With the sameaccountalso GDMP
client applicationscanbe startedbut they needto gettheir
own proxy basedon the currentuser Moreover, the sener
needsto have accesgo the local grid-mapfile of the site.
The grid-mapfilecanbe given as an input parameternor a
defaultlocationwill be choseron startingthe sener. Note
that eachGDMP applicationthat requesta servicefrom a
remotesite hasto authenticateat the sener. Only if the
client passeshe authenticatiorprocedurea connectionto
theseneris establishedAny outputor errormessagérom
theseneris loggedin acorrespondindile.

3.6.2 Client Application Programs

An application program is sending a request through
the RequestManagerto ary other module that senes
the user request. For instance,a user starts the tool
gdmp _replicate file_get whichinternally formulatesa
requestthat is generatedby the RequestManager This
moduleusesthe Globus DataCorversionlibrary for trans-
forming arequesinto a bytestringfor internalsocletcom-
municationin the communicationmodule. The commu-
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Figure 2. The GDMP Architecture .

nicationmodulethencommunicateshe requiredinforma-
tion to the sener, which usesthe Data Mover moduleto

transferthefile from site A to site B. Oncethefile is trans-
ferred,it hasto beintegratedinto thelocal Objectiity fed-

eration. Sincethis is a very databasapecificfunction, the
DB-Managertakes careof vendorspecificfeaturesfor in-

tegrating files. Thus, the DB-Manageris very specificto

the datastoragerequirement®f the end-useandcurrently
tightly coupledto Objectvity. However, the DB-Manager
is extensibleto arny databasenanagemensystemor other
storagesystemdik e Root[15] whichis usedby severalex-

perimentsn the HEP community

Sinceall theaccesdo datahasto be donein asecureen-
vironment,a client hasto be authorisedand authenticated
beforehecanrequest servicefrom thesener. A clienthas
to have a Globus proxy runningin orderto startthe authen-
tication processwhich is handledby the securitymodule
thatis basedn GSI, the Global Securitylnfrastructure We
usethe single login procedurewhich is available through
Glohus, i.e. oncea client hassuccessfullygot the proxy
on onemachinehecansendrequestdo any senerwithout
ary further passverd entering(provided the local client is
authorisedo accesshesener).

Figure2 shaws the currentarchitectureandall the mod-
ulesof the software. Ontop of the architecturave have the
Globus application,which canbe multi-threaded. All the
softwaremodulesarewrittenin C++andrunon Solaris2.6,
7 andLinux RedHat6.1.

The clientsprovide command-lingoolsto the users,of-
fering differentfunctionalities. Thesebasicallyact asthe
userinterfaceto GDMP. Eachclient is customisedo per
form a specific task by communicatingwith the remote
sener(s).

4 Replication Policies and the Data M odel

The GDMP software tool performs automatic, asyn-
chronouseplicationof Objectvity databasédiles in a Data
Grid environment. Currently the software is restrictedto

replicate Objectvity/DB files only, but future extensions
will allow to replicatefiles of ary datatype. The restric-
tion to replicateonly Objectvity files owesto the use of

native Objectivity federationcatalogueto handlefiles in

GDMP. Oncethe Objectvity file catalogues replacedby

theannouncedslobus ReplicaCatalogug7], a moreflexi-

ble replicationmodelcanbe supported.

4.1 Interfacing with the Data Production Soft-
ware

In principle, a site, whereObjectvity files arewritten, has
to trigger the GDMP software which notifiesall the "sub-
scriber”sitesin the Grid aboutthenew files. It is therespon-
sibility of the dataproductionsoftware to trigger GDMP
only afterthe Objectvity files have beencompletelywritten
andarereadyto betransported.In detail, the dataproduc-
tion software at the local site usesthe command-lingools
providedby the GDMP software.

The "subscriber” (destination)sitesreceve a list of all
the new files availableat the sourcesite andcandetermine
themseleswhento startthe actualdatatransfer The data
transferis done with a WU-FTP sener and an NC-FTP
client. Sincethe usageof differentmachinesin a Grid is
a big securityissue,a userhasto be authenticate@ndau-
thorisedbeforecontactingany remotesite. The securityis
basednthe GSl securitytoolkit availablefrom Glohus.

4.2 File Catalogues and a Subscription M odel

We now elaboratehow GDMP manageshetransferof files
andtheir integrationinto the Objectvity catalogue.We il-
lustratethedataflow by a producerconsumeexample.The
producelis thesitewhereoneor severalObjectvity filesare
written, andthe consumeis the site thatwantsto replicate
thesefiles locally. Oncethe producethasfinishedwriting a
setof files (or justasinglefile), it publisheghisinformation
by creatingandsendinganexport catalogue to all the”sub-
scribed” consumers.The export cataloguehasa listing of
all the newly generatediles andtheir relatedinformation.
The consumecreatesanimport catalogue whereit lists all
thefiles thatarepublishedby the producerandhave not yet
beerntransferedo theconsumesite. Figure3illustratesthis
modelgraphically

The currentlyimplementedeplicationpolicy is anasyn-
chronougeplicationmechanisnwith a subscriptiormodel.
A producercan chooseat what time new files are writ-
teninto the export catalogueandthusmadepublicly avail-
able for consumers. Hence,the producercan decidethe
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degreeof dataconsisteng by delayingthe publication of
new files. In the exampleabove we only have one con-
sumerfor demonstratiorpurpose. In reality, the number
of consumerganbeinfinite anddependon the amountof
sitesin the Grid. The subscriptionmodelenableghat the
subscribeadconsumergetinformedimmediatelywhennew
files arepublishedin the export catalogue.Eachconsumer
that wantsbe be notified aboutchangesn the producers
export catalogue subscribego a producer Dependingon
thedegreeof interestin aproducersdata,consumersnight
wantto subscribeo only someof theproducersn the Grid.

Sincethe dataexchangechasto be donein a controlled
andsecureway, a consumeffirst hasto be “registeredGrid
user’attheproduceisite,i.e. theuserhasto beaddedo the
grid-mapfilesof the producersite. Thesefiles containall
theuserswho areallowedto talk to GDMP senersrunning
on asite. Thusa producerhastotal control over who sub-
scribegto andtransferdiles from its site. Oncethisis done,
aconsumers allowedto subscribeo theproducersite. The
producerthenaddsthe new consumeiandits relatedinfor-
mationin afile calledhost-list.

Once a producer has decided to publish the
newv entries made in the export catalogue (the tool
gdmp_publish catalogue is used),the producersends

thewhole export catalogueo all the subscribedtonsumers.

At theconsumesite,the GDMP softwarecreateghecorre-
spondingentriesin localimport catalogueof the consumer
The export cataloguecan be regardedas an intermediate
buffer that containsa list of newly createdfiles. In more
detail, the current Objectvity federation! catalogueand
the old catalogue(the one which was available sincethe
latestpublicationof the catalogue)are comparedand the
files which are new areinsertedinto the export catalogue.

1A federationis the highestgranularityof storingdatain Objectity.
A federationconsistsof several databasdiles which are managedy a
federationcatalogue.
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Figure 4. The contr ol flow for a catalogue update .

The export catalogueonly containsnewly createdfiles and
doesnot propagaténformationaboutdeletingof files. This
is regardedas a HEP-specificfeaturewherefiles are not
deletedbut versionsof old files arecreated.

The export catal ogue containsthe necessarjnformation
aboutthe new files (host-nameport, filenamewith full di-
rectorypath). The consumercanthendecidewhento start
thefile transferfrom the producetto the consumesite with
the tool gdmp replicate file get. The tool readsthe
import catalogueand startsFTP sessiongo getthe neces-
saryfile. Onceafile hassafelyarrivedandis integratedinto
thelocal Objectvity federationthefile entryis deletedrom
theimport catalogue.Section5 describesvhat happensn
caseof brokenconnectionandnetwork failures.

Every transferof a file, either successfullyor not suc-
cessfullydone,is loggedin afile calledreplicate.log.
Figure4 shavsthe controlflow for a cataloguaupdate.

4.3 Partial Replication: Filtering Files

GDMP allows a partial-replicatiormodelwherenot all the
availablefilesin afederationarereplicated.In otherwords,
one or several filter criteria can be appliedto the import
and/orexport cataloguein orderto sieve out certainfiles.
For instance,a site only wantsto make the files contain-
ing the word “Muon” in the filename, publicly available.
Hencetheexportcataloguewhich containsall thefilesthat
a sitewantsto publish,hasto befiltered andfiles thatcon-
tain thefilter criteriumaredeleted.A sitethatwantsto get
filesfrom othersitescanaswell choosevhichfilesit wants
to get. In this casethefilter hasto be appliedon theimport
catalogueThis allows for a partialreplicationmodelwhere
the produceraswell asthe consumercanlimit the amount
of filesto bereplicated.

One or several criteria can be created for the
import as well as for the export catalogue with
the tool gdmp_filter_catalogue. The citeria are
storedin the files etc/import_catalogue filter and



etc/export_catalogue filter.

44 TheRoleof aSitein the Data Grid

In our exampleabove we distinguishbetweena producer
andaconsumesitein orderto illustratethedataflow. How-
ever, eachsitein a DataGrid canproducenew files andget
files from othersites,i.e. a site canbe produceranda con-
sumer Thus,eachsite managesnimport cataloguenvhere
it storesavailablefile informationfrom othersites,andan
export cataloguevhereis publishediles createcdby itself.

45 Dealing with Storage Limitations

Distributed sitesmay not have a tapesubsystem.In other
words,GDMP doesnotneedatapesubsystento work prop-
erly. In sucha casethe HPSSandthe CDR areleft outand
the ORCA productionsoftware directly interactswith the
GDMP softwareby callingthe GDMP clients.

A sitemayrun out of storagespaceandhencesomefiles
have to be deletedwhensuccessfullyeplicatedto the des-
tination site. Thereis an optionin gdmp_get_catalogue
which allows to fetchthe whole catalogueof aremotesite.
Basedon the catalogue a producersite can decidewhich
files to delete. Whengdmp_get_catalogue is usedwith-
outaparameteranimport catalogues created.

5 Fault tolerance and failure recovery

5.1 SiteFailures

In adistributed systemwe canidentify several sourcedor
errors. On the one hand,thereare hardware errorslike a
physically broken network cable, a broken network card,
processoor ary otherpieceof hardware.Ontheotherhand,
a part of the software systemcan have a failure. For in-
stancethe FTPsenerdies,thefile systemcrasheor some
other part of the GDMP software doesnot work properly.
In ary of thesecaseghe connectiorbetweerthedistributed
clientsandsenersis broken. We referto sucha failure as
the connection is broken anddo not distinguishbetweerthe
differentreasongor thisfailure. We wantto emphasis¢hat
the communicationis broken and the messageor control
flow cannotbe continued. For instance,in caseof a bro-
kenconnectioranywherebetweensite A andsite B, site A
cannotpublishits catalogueo site B.

In thecurrentversionof GDMP, eachsiteis itself respon-
sible for gettingthe latestinformationfrom ary othersite.
This is alsoexpressedy the subscriptionsystem wherea
site hasto explicitly subscribeo anothersitein orderto get
thefile catalogue Furthermorewhenasiterecognisesi lo-
cal errorwhich hascausedhe broken connectionthis site
hasto requestfrom the peersite the requiredinformation.
A sitewhich publishegnformationto asubscribegitedoes

not re-sendinformation nor logs that a site could not re-
ceive theinformation. A site canretry to sendthe message
againto the destinationsite within a particulartime frame
which canbe setby a timeoutparameterlf there-sending
fails again,the sendingsitesstopstrying to contactthe sites
andhandsover the responsibilityto the destinationsite to
recoverfrom thebrokenconnection.

To sumup, the policy is the following. Eachsite hasto
be awareof its state(connectionokay or broken). Thenit
hasto searchfor the origin of the broken connection.If it
detectsthat the error is on the own site, is hasto recover
otherwisethe peersiteis responsibldor failurerecovery.

5.2 Recovery from Site Failures

A site can be unavailable for several hoursor even days.
Meanwhile several producerscan have createdand pub-
lishedfiles, andtheentriesin the export cataloguesnay al-
readyhave beenoverwritten. Recallthata producerdeletes
the entriesfrom the export catalogueonce the catalogue
hasbeensuccessfullypublishedto at leastone consumer
A consumercan recover from the site failure by issuing
thecommandgdmp_get_catalogue. Onceaproducersite
has publishedits catalogue,the catalogueis available to
be transferredto any consumess site. GDMP at the con-
sumersite then compareghe consumerand producercat-
alogueand createsthe necessarynformationin the con-
sumers import catalogue. Possiblemultiple appearances
of files aredeletedin orderto keepthe import catalogues
entriesunique.

Theprocesof successfullyeplicationan Objectvity file
from onesiteto anothersite consistsf the following three
steps:

1. transferthefile via FTPto thelocal site

2. attachthe file to the local Objectvity federationvia
ooattachdb

3. deletethefile from theimportcatalogue

Thisis alsothe orderin which the GDMP softwaredoes
the single replicationsteps. In the caseof a broken con-
nection, re-sendingof several files is not neededsinceas
soonasa file arrives safely at the destinationsite, the file
is attachedcandthefile entryis deletedfrom theimport cat-
alogueimmediately Only thefile which is currentlybeen
sentwhenthe network connectiorbreaks hasto be resent.
Sincetheimplementatiorof WU-FTP hasa “resumetrans-
fer” feature not eventhewholefile hasto betransferedut
only the part of the file thatis still missingsincethe last
checkpointin thefile. Thisallows for anoptimalutilisation
of thebandwidthin caseof network errors.

Other possibleerrors: A site may publish a file several
times and export it to other sites. In orderto have files



only uniguelytransferredeachsite checksautomaticallyif
the file in the local import cataloguedoesnot alreadyap-
pearin thefederationcatalogue Furthermoresereral sites
canpublishthe samefile to a specificsite two times. Con-
sequentlyon creationof the import cataloguethe system
checksif thefile to be entereds unique.Only if thisis the
caseanaew file is insertedinto theimport catalogue.

6 Experimental Results

Werearecurrentlystill working on someperformancem-
provementsandwill putin the performanceesultsby end
October

7 Conclusion and Future Work

We have beendevelopinga datareplicationtool thatallows
for secureandfastdatatransfersoverthewide-areanetwork
in aDataGrid ervironment.With our productionreadysoft-
warewe have proventhat Globus canbe usedasa middle-
waretoolkit in a DataGrid. This hasbeena pioneerstepin

the direction of a Data Grid andto the bestof our knowl-

edgefirst softwareapproachwherea wide-areareplication
tool basedon Glohusis usedin a productionsystem. Fur-

thermore this work canalsoberegardedasan evaluatorof

Grid tools andthus hasvaluableinput for other DataGrid

actities like PPDGandGriPhyN.

The currentarchitecturds restrictedto Objectvity files
but the systemis keptflexible andextensibleto includethe
announcedslobus ReplicationManager Oncethis is inte-
gratedwe canprovideareplicationmechanisnfior ary kind
of files andthereplicacatalogugés managedy the Globus
toolkit.

Moreover, in oneof the next release®f GDMP we plan
to include an object-level replicationfacility. This allows
for aflexible asynchronouseplicationmechanismsor sin-
gle Objectvity objectsandsupportsend-usephysicsanal-
ysis on singleworkstations.Basedon useraccesgatterns
to the Objectvity datastore,local replicaswill be created
ondemandn orderto have fasteraccesgo data.

The currentGDMP architectureonly satisfiesthe needs
for replicationanddoesnot includecomputationalGrid as-
pects.Wewill extendthe GDMP functionalityby ajob sub-
missionandschedulingaskstaticload balancing.We will
exploit the inherentparallelismof dataproductionjobsin
High Enegy Physics.
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